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1 Introduction

In 2011, the National Institute of Standards and Technology (NIST) published its defi-
nition of Cloud Computing, describing it as a model that provides ubiquitous and con-
venient network access to a distributed pool of configurable resources. These are, for
example, networks, servers, storage, applications or services that can be dynamically
scaled on demand with minimal administrative effort or interactions with the service
provider [1]. A variety of cloud providers offer a wide range of services in the form of
IT infrastructure, platforms and software. This is made possible by globally distributed
data centers with an enormously high number of IT resources such as CPU, memory
and storage. However, depending on the geographical distance between user devices
and data centers, network connectivity characteristics such as latency or data rates can
become critical bottlenecks. To address this challenge, Edge Computing was proposed.
Edge Computing is defined as a paradigm that brings computation, storage, and net-

work capabilities and resources to the edge of the network close to the user’s location.
The structure of an edge cloud environment including user devices is shown in the Fig-
ure 1.1. By providing a layer between the user devices and the cloud infrastructure
composed of so-called edge nodes, server or hosts the requests directed to the dis-
tant data centers can be significantly decreased. Since the edge nodes are close to the
user devices, the latency will be reduced compared to the conventional communication
between user devices and a cloud infrastructure. In addition, offloading computation-
intensive tasks to the edge layer leads to save transmission energy and in turn to a
decreasing energy consumption. This is an important benefit for mobile devices be-
cause of their limited battery lives. Another supported feature of Edge Computing is
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Figure 1.1: Structure of an Edge Cloud Environment
the ability of an edge node to receive information about location of user devices and
the environment, which enables the provisioning of context-aware services and ap-
plications. In recent years, various Edge Computing implementations have emerged,
which differ in system architecture of the edge nodes, the communication between
user, edge and cloud layer, and the services offered by the edge environment [2].
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2 Cloudlet

In 2009 Satyanarayanan et al. [3] introduced the concept of Cloudlets. A Cloudlet is
defined as a trusted and resource-rich edge node, offering computation and storage
resources using a connection with the Internet to nearby mobile user devices. Lo-
cated at business premises or populated areas (e.g. coffee shop, shopping mall, airport)
Cloudlets form the intermediate layer of a 3-layered hierarchic architecture additional
consisting of a device layer and a cloud layer. The objective of this approach is to handle
resource-intensive tasks offloaded by mobile applications. For this purpose a Cloudlet
appear as a datacenter in a box providing high-performance computing resources and
accessible to user devices over a single-hop wireless local area network. Cloudlets are
based on Virtual Machines (VMs), which allow the instantiation and use of customized
services by the user devices [3, 4].
To enable service requests by mobile user devices to a Cloudlet-based infrastructure

the state of a VM has to be delivered over the network. Therefore, Satyanarayanan et
al. [3] present two distinct approaches The VM migration approach considers the sus-
pending of an already executing VM. Afterwards its state including information about
processor, memory and storage are transferred to the destination, whereby execution
is resumed from the point in which the VM was suspended. Using the dynamic VM

synthesis approach, a mobile device transfer a VM overlay to a Cloudlet. The overlay is
a derivation of a base VM, which is available on the Cloudlet. Applying the overlay on
top of the base VM by the Cloudlet results in a so-called launch VM, that starts provid-
ing the requested service. At this point the user device can begin to interact with the
launch VM and offload its tasks. After all tasks are completed, the state of instance is
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discarded and the launch VM is destroyed. In some cases, the Cloudlet creates a VM
residue out of a part of the VM state, which can be transferred to the mobile device
[5].
Based on the dynamic VM synthesis approach Simanta et al. [6] introduce a refer-

ence architecture for code offload by using a Cloudlet-based infrastructure, which is
presented in Figure 2.1.
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Figure 2.1: Own representation of reference architecture for Cloudlet-based systembased on [6].
The architecture consists of the two main systems. The Cloudlet Host is a server

located in proximity to user devices, which contains the following components:
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• Discovery Service broadcasts the IP address and port of the Cloudlet to the mo-
bile devices. Hence, they are able to find the Cloudlet, which enable communi-
cation between user devices and Cloudlet.

• Cloudlet Server receives the overlay from Cloudlet Client to perform VM synthe-
sis. The result is a VM image, that will be used to instantiate the guest VM. On
startup, the guest VM transfer its IP address and port to the Cloudlet Server and
the server communicates the information to the Cloudlet Client.

• VMManager contains all instantiatedGuest VMs, which execute the computation-
intensive tasks commissioned by the mobile client.

• Base VM Image includes an operating system and additionally functionalities to
enable communication between the Cloudlet Server and Guest virtual machines
executed on the VM Manager.

The mobile client is a device, for example a smartphone, tablet, or smart wearable,
that includes the following components:

• Application Overlay is created on the basis of the Base VM Image, that is located
on the Cloudlet Host. For each overlay the Mobile Client hold a corresponding
Cloudlet-Ready Client App.

• Cloudlet Client discovers Cloudlet servers. In addition, it transmits the overlays
to them.

• Cloudlet-Ready Client App are used by a user device. The App communicates
with the server provided by theGuest VM to offload computation-intensive tasks.

In June 2015 the Open Edge Computing (OEC) Initiative has been launched [4]. The
initiative is consisting of the active members Carnegie Mellon University, Crown Cas-
tle, Intel, InterDigital, Microsoft, Nokia, NTT, Seagate, Deutsche Telekom, VMWare
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and Vodafone. The main objective of the group is driving Cloudlet-based technolo-
gies to provide edge applications for live demonstration. In this context Wang et al. [7]
present a system architecture, that enables client side workload reduction and an effi-
cient Cloudlet resource allocation for edge-native applications. An edge-native applica-
tion is a specially designed and written software, that requires typical Edge Computing
properties (e.g. low latency offload or bandwidth scalability) in order to be used with-
out restrictions [8]. The architecture consists of a client device and a Cloudlet. Both
have a component, which monitors their device-specific system resources, such as bat-
tery level on client side or CPU and memory on the Cloudlet. Network information are
monitored at both devices to get better estimates about the network status. The col-
lected information is processed together with forecasting knowledge and delivered to
a policy component in the Cloudlet. Depending on an external policy specification the
policy component decides the allocation of Cloudlet resources for competing user de-
vices. Possible policies definitions are for example latency requirements or priorities.
Based onmonitored resource consumption and expected processing demand a planner
component on the client device determine a specific method to reduce the workload.
This leads to a better performance of the executed native-edge application [7].
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3 Fog Computing

First initiated by Cisco Systems in 2012 the concept of Fog Computing is a paradigm,
that offers computation, storage and network capabilities between user devices and
the datacenters of a Cloud Computing infrastructure. The decentralized location of
fog architecture at the edge of the network implies several characteristics. It provides
context awareness by collecting real-time information of the user devices, such as lo-
cations and environments, which can be realized through their geographical distributed
computation and storage resources. Since, the Fog Computing platform is close to user
devices, it supports applications with low latency requirements. The Fog Computing
architecture consists of a large number of computational, networking, storage and ac-
celeration units, so-called fog nodes, which communicate directly with the user devices
to enable the provision of service and application mobility. The nodes can be heteroge-
neous devices with a network connection, such as routers, switches, access points, or
server. This allows a deployment and use of fog nodes in a variety of locations. A main
characteristic of Fog Computing is the supported interactions with the cloud. Since
physical resources of fog nodes are limited, the Fog Computing paradigm provides that
the nodes have interplay capabilities to the cloud. This allows offloading of computa-
tion intensive tasks, such as big data analytics to the centralized cloud, which has much
more resources than a fog node [9].
To accelerate the development of Fog Computing, the Open Fog Consortium has

been founded by ARM, Cisco, Dell, Intel, Microsoft and Princeton University in Novem-
ber 2015. The main objective of the consortium is the standardization of Fog Comput-
ing to support the development and maintenance of hardware, software and system
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components, which are required to create a fog-based ecosystem. In addition, they
conceive test-beds to support the integration of Fog Computing in real world scenar-
ios. Open Fog Consortium defined Fog Computing as a horizontal, system-level archi-
tecture to provide computation, control, storage and network resources and services
located in proximity to the users along the continuum from cloud to user devices. Based
on this specification the consortium defined a reference architecture, that is abstract
description of a fog node instance. It represents a framework with the objective to
support stakeholders specify their requirements to design and develop a Fog Comput-
ing environment at the edge of network. Possible stakeholders are business leaders,
silicon engineers and manufacturers as well as system, software and application archi-
tects and developers [10]. The structural components including and perspectives of
the Open Fog reference architecture are illustrated in Figure 3.1.
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Figure 3.1: Own schematic representation of OpenFog reference architecture descrip-tion with perspectives based on [10].
The reference architecture is a composite of several structural aspects, so-called

views, to represent the various stakeholders in the Fog Computing continuum and con-
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sequently realize a fog-based deployment. The architecture consists of three views:
• Node view represents the lowest level view of the architecture. It includes Sen-

sors, Actuators, and Control, which have a wired or wireless connection to a fog
node to capture information about the environment, move a mechanism, or con-
trol a system. These hardware or software-based devices have no or only a few
processing resources. Above these devices layer the Protocol Abstraction Layer
enables the data transfer from the devices up to the higher system layers.

• System view is composed of a number of node views combined with other com-
ponents to create a platform. The view contains the Hardware Platform Infras-
tructure including power, cooling and mechanical components, and the physical
resources of the fog node, such as computation, networking or storage units.
The OpenFog Node Management layer has capabilities to control, manage and
configure the intern components of the fog node. In addition, the view contains
an OpenFog Security Layer, which describes the security tasks for the fog node.
This includes security measures for the physical resources, an efficient method
for trust establishment and maintenance and a policy implementation, that real-
izes a secure providing of the fog node in various environments. The Hardware
Virtualization allows an abstract view of the physical resources. Hence, compo-
nents can be individual isolated from each other, which leads to a higher security
and a dynamic provision of resources.

• Software view is deployed on top of fog node hardware layer and can be divided
into three layers. The Node Management and Software Backplane accomplish
the general operation and management of the fog node. Furthermore, it facil-
itates fog nodes communication and data transfer with other fog nodes. The
Software Backplane is responsible for executing any software on the node, such
as operating system, software drivers and firmware as well as communication
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services. The Node Management has the capabilities to keep the hardware and
software of the fog node in a desired state and to ensure specific properties such
as availability, resilience and performance. Above Node Management and Soft-
ware Backplane layer the Application Support provides a number of software,
which can be used by the applications. Possible application support software are
runtime engines (e.g. Java Virtual Machines (JVMs), Node.js, .NET Framework),
app or web servers, message and event bus systems, app storage (e.g. MySQL,
MongoDB, Redis), or analytic tools. The Application Services Layer provides the
services, which meet domain specific demands. This layer uses the infrastructure
and software of the two underlying layers to satisfy specific use case require-
ments.

TheOpenFog Reference Architecture contains five perspectives, which represent as-
pects and functionality that cut across the several architectural layers. The architecture
includes the following perspectives:

• Performance and Scale: The provision of applications and services at the edge
of the network through Fog Computing will improve the performance of the sys-
tem to fulfill various Quality of Service (QoS) requirements. The performance
perspective assumes that several applications or processes that guarantee a spe-
cific QoS do not restrict each other. In the reference architecture the scalability
is realized by virtualization technologies. This enables a flexible and on-demand
resource allocation to the applications and services.

• Security: The architecture implements measures that enable end-to-end security
for all components between the cloud and the user devices. That involve the
security every component of the fog node including the node hardware, fog net-
work, and software as well all interfaces. Considered security aspects are trust,
integrity, availability, privacy, authentication, authorization, and identity protec-

10



tion.
• Manageability: The reference architecture considers two different management

interfaces. The choice for using In Band (IB) or Out of Band (OOB) interfaces or
both depends on the scenario in which the fog node is deployed. IB manageabil-
ity interface can communicate with the software of the system. For example IB
manageability component can use periodic request to check the health of the sys-
tem. In case the IB management component does not send the request, a higher
level management component informs the service systems to solve the problem.
Manageability subsystem with a OOBmanageability interface is not executed on
the host operating system. This allows management of the system independent
of the systems state. A OOB manageability interface can still communicate with
the host, although the fog platform is shut down and software is not running on
the platform. This allows to perform for example power the fog platform on or a
system health check. Additionally, the manageability perspective refers to a man-
agement lifecycle. Every system has a number of so-called management agents,
which ensure that each element of the fog node pass every phase of the man-
agement lifecycle without human interaction. The individual phases of lifecycle
management are commission, provision, operate, recovery and decommission.

• Data, Analytics and Control: In consequence of the huge amount of data that
must be transferred and stored in cloud datacenters to process and analyze the
data by business applications the traditional cloudmodel approach is not efficient
anymore. The proximity of resources and application to the data source enables a
procession of this data for local purpose-specific analytics and transfer an action
back to the data source. At the same time the data or other datasets can be sent
to the cloud to perform further specific processing. The hierarchical structure of
Fog Computing enables partition of analytics to various layers of the network and

11



in turn an efficient way to capture, process and analyze data.
• IT Business and Cross Fog Applications: To realize a multi-vendor fog-based en-

vironment the applications and services have to interoperate with the several
layers of the fog hierarchy. This includes sharing of captured or generated data
between several fog nodes and over various hierarchies.

In January 2019 the OpenFog Consortium merged with Industrial Internet Consor-
tium (IIC). The goal of this union is to drive the development of fog-based procedures
and to contribute the advancement of fog concept in the industrial internet.
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4 Multi-access Edge Computing

In September 2014 the European Telecommunications Standards Institute (ETSI) Mo-
bile Edge Computing Industry Specification Group (MEC ISG) introduced the concept
of Mobile Edge Computing (MEC). They defined its objective as the provision of IT and
Cloud Computing resources and services located close to the mobile users within the
Radio Access Network (RAN). MEC enables mobile devices resource optimization by
the deployment of applications and services, which handle compute-intensive tasks in
the edge of a network. Since the communication is proceeded over the radio access
network, MEC can provide context-aware services. Furthermore, MEC makes mea-
sures for preprocessing of big data sets available before transferring them to the cloud.
These capabilities of MEC in combination with network characteristics, such as low
latency and high bandwidth, enables a large number of new mobility and real-time ap-
plication scenarios within a mobile networking environment [11].
In 2017 ETSI MEC ISG has renamed Mobile Edge Computing as Multi-access Edge

Computing to reflect the requirements of non-cellular operators and to take into ac-
count heterogeneous communication technologies, e.g., 4G, 5G, and Wi-Fi. The ex-
pansion of scope allows the deployment of MEC systems located at various locations
within RAN aswell as colocatedwith other components of the network edge, for exam-
ple Basestations (BSs), optical network units, Wi-Fi access points, routers, or switches.
In cellular network basestations have traditionally only been used for communication
purposes. The collocation of MEC systems with basestations enables the provision of
resources to offer computation-intensive and latency-sensitive applications and ser-
vices for the resource-limited mobile user devices. In addition, this concept reduces
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the amount of data, that is transferred to the core network [11]. ETSI MEC ISG de-
fined in [12] the MEC reference architecture, as presented in Figure 4.1, which shows
the high level functionality entities of a MEC system and the interfaces between the
components.
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Figure 4.1: Own schematic representation of ETSI Multi-access Edge Computing sys-tem reference architecture based on [12].
The entities are grouped into two layers. The MEC host level contains the MEC host

including the MEC platform and virtualization infrastructure. This infrastructure pro-
vides computation, networking and storage resources for executing MEC applications.
The MEC platform receives traffic rules from the platform manager, MEC applications,
or services and send them to the data plane of the virtualization infrastructure, which
facilitate the traffic routing between applications, services, and other networks, such
as a 3GPP, local, or external networks. Additionally, the MEC platform enables discov-
ering, advertising and consuming of services by MEC applications. Examples of MEC
services are the Radio Network Information service, which communicates data about
the radio network to authorized MEC applications or the location service which trans-
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fer information about location of the user devices the applications. MEC applications
are software units executed as VMs on top of a virtualization infrastructure. They can
define a set of rules and requirements in terms of required resources, latency or ser-
vices, which are managed by the platform manager and used to decide the MEC host
selection to instantiate the application. In addition, the application’s life cycle is man-
aged by the platformmanager by receiving information about performance and fault of
the virtualized resources from the Virtualization infrastructure manager. Further func-
tions of the Virtualization infrastructuremanager are to allocate, release, configure, and
manage the resources of the virtualization infrastructure.
The MEC orchestrator is the core component of the MEC system level. It has the

overall visibility over the MEC system including the deployed MEC Hosts, physical re-
sources and MEC services. The orchestrator maintains a catalog of available MEC ap-
plications and has capabilities to select a MEC host and to initiate the instantiation
and termination of MEC applications based on a number of constraints and require-
ments (e.g. available resources, or services). A request to instantiate or terminate a
MEC application are created by Customer facing service portal or device application.
The customer facing service portal enables access for third party customers of MEC
system operators to select a number ofMEC applications. Device applications are soft-
ware entities of user devices, that can communicate and interact with the MEC system
through the user application lifecycle management proxy. The proxy accepts incoming
requests from device applications and communicate with the MEC orchestrator and
the Operations support system to authorize the request and initiate instantiation or
termination of a MEC application.
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5 Conclusion

Edge Computing provides computation, storage, and network capacity and resources
to the edge of the network into the geographic proximity of the user’s location. The
goal is to place applications closer to the source of the request to ensure better net-
work connectivity characteristics, such as low latency or high data rates, between the
user device and the application. The implementation of Edge Computing can be di-
vided into three different approaches, which differ in various aspects such as the basic
structure of the system architecture, resource management or services offered by the
edge environment [2].
The concept of Cloudlets was introduced by Satyanarayanan et al. [3] in 2009. A

Cloudlet is a small-scale trusted datacenter in a box providing high-performance com-
putational and storage resources to mobile devices in the proximity. The implemen-
tation of Cloudlets is based on VMs to handle resource-intensive tasks offloaded by
mobile applications. As part of the development of Cloudlets, several concepts were
introduced to enable the provisioning of VMs and the transfer of their states, leading
to on-site processing of requests from mobile user devices.
Fog computing is a holistic conceptualmodel that also focuses on providing computa-

tional, networking and storage units between the end devices and the cloud. However,
Fog Computing also considers other aspects such as security, monitoring, manageabil-
ity or device control with the goal of supporting the development and maintenance of
hardware, software and system components to create an fog computing based ecosys-
tem.
Multi-access Edge Computing was introduced by ETSI MEC ISG in September 2014
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with the aim of providing IT resources close to mobile users within the RAN. The focus
of this edge computing concept is on the specification of a framework including the
components, such as application orchestrator, platform and virtualizationmanagement,
and their interaction with each other, in order to enable the on-site provisioning of
applications close to the user’s device.
In summary, the three Edge Computing implementations have the same goal: to pro-

vide IT resources at the edge of the network to optimize the network connectivity
between user devices and the respective applications. However, they differ in aspects
of infrastructure design, structure and components, access mediums, and the level of
detail in the specification of functionalities.
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